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Abstract

Many nations have set goals to increase electric vehicle (EV) sales and even surpass that

of internal combustion engine vehicles (ICEV). When promoting EVs in the market, vehicle

purchase behavior analysis is highly important, which requires careful analysis of consumer

heterogeneity. In this study, we use the Panel Study of Income Dynamics dataset to study new

car purchasing behaviors of car-owning households. First, We use a hybrid sampling method

combined with Kmeans-undersampling and SMOTE to alleviate class imbalance. Then, we

use a multinomial logit model to gain a general idea of the population’s tendencies. Finally, we

used LightGBM and Tree Explainer to add a more detailed behavioral analysis. The results

show that households with higher income, older vehicles, married couples, younger members,

higher transportation expenditures, and EV loyalty are more inclined to buy EVs. In general,

this study provides a new perspective on examining the heterogeneity of vehicle purchase

decisions by car-owning households. Using the Logit model and SHAP, the interaction effect

of variables across different demographics is explored, providing more detailed insights into

consumer behaviors to help improve the penetration rate of EVs.
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1. Introduction1

In recent years, electric vehicles (EVs) have gained great interest due to their significant2

impact on improving environmental sustainability. Many nations across the world have im-3

plemented comprehensive policies to incentivize the widespread adoption of EVs (Qadir et al.4

(2024)). However, despite these policies, the current EV market penetration remains below5

expected levels (Jia (2019)). This shortage can be attributed, in part, to the innate vehicle6

purchase behavior of consumers.7

Within the United States, over 90 percent of households already own one or more vehicles8

(Molloy et al. (0)). According to the research conducted by Smart and Klein (2015), for most9

families, being carless is only a temporary situation, only 5% do not own a car across all seven10

waves of data examined in their analysis. As such, to grow the EV penetration rate, analyzing11

the vehicle purchase behavior of car-owning households is important. However, many existing12

studies work on a national macro scale when studying car purchases (Yang et al. (2017),13

Le Vine and Polak (2019)). Although many researchers have recently begun to realize that14

vehicle purchase decision is a complex behavior on the household level, they still fail to focus on15

the car-owning households (Blumenberg et al. (2020)). In addition, this type of studies often16

focus on one specific time point with cross-sectional data and does not consider changes in17

car purchase decisions from the time dimension (Le Vine et al. (2018), de Jong and Kitamura18

(2009), Klein and Smart (2019), Oakil et al. (2016)). When modeling and analyzing traffic19

and consumer behavior logit models are often used (Anderson et al. (1988), Wiginton (1980)).20

Despite their relatively simple form, logit models have gained popularity among researchers21

due to their excellent interpretability. Yet, they have weak fitting capabilities; in contrast,22

machine learning models have strong fitting capabilities, but very weak in interpretability.23

In this study, we use the Panel Study of Income Dynamics (PSID) data spanning up to 1024

years (2011-2021) (Pan (2021)) to fill the above research gaps. Our study aims to construct a25

comprehensive user profile for the vehicle market by exploring the heterogeneous factors that26

influence people’s future vehicle purchase decisions, which can help refine future strategies to27

promote EV adoption.28
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The main contributions of this work are as follows:1

• We utilize the PSID dataset spanning from 2011 to 2021, to analyze the novel topic of2

heterogeneity in new car purchasing decisions among car-owning households.3

• We propose the Hybrid data resampling method which combines Kmeans-undersampling4

with SMOTE-oversampling to address the serious data imbalance in our original dataset5

• The interpretable machine learning tool Tree Explainer is used to conduct a more com-6

prehensive SHAP Value-based micro-behavior analysis of the respondents. In contrast,7

the multinomial logit(MNL) model performs general disaggregate behavioral explana-8

tions to verify basic user trends.9

The remainder of this paper is organized as follows. We first review the related literature10

in Section 2. We then provide descriptions for the data and variables of our model in Section11

3. Next, we describe the logit models and TreeExplainer in detail in Section 4. We follow12

this with the model results in Section 5. Finally, we discuss our conclusions and limitations13

in Section 6 and 7.14

2. Related Work15

2.1. Vehicle Purchase Behavior Analysis16

The vehicle purchase decision is an extremely complex decision-making process due to the17

many influencing factors. According to past studies, it can be affected by vehicle attributes18

and demographic attributes (Shende (2014)). The overall objective here was to examine19

the vehicle purchase behavior of a population within a specific time cross-section and analyze20

the significant factors influencing decision-making behavior. For demographic attributes, total21

household income is one of the most important attributes for vehicle purchase (Dargay (2001)).22

In general, households with higher incomes are more willing to replace their vehicles.23

Also, many studies (Sharma (2015), Vrkljan and Anaby (2011)) have found that people of24

different age groups and genders show great differences in vehicle purchase behavior. At the25

same time, Bhardwaj and Bishnoi (2023) found that consumers’ education level and employee26
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attributes have a significant impact on car purchasing behavior, employees and people with1

a high level of education are more willing to buy cars. Examining from the family level,2

Monga et al. (2012), Peters et al. (2015) found that family demands play an important role in3

car purchase decisions, such as children in households, and marital status, which indicate that4

larger families, families with multiple children, and married families are more likely to purchase5

cars. As for vehicle attributes, the fuel type of the vehicle (Sanitthangkul et al. (2012)) affects6

the consumers’ attitudes toward vehicle selection and final decision. At the same time, Hensher7

(2013) has identified the effect of mileage on consumer decisions, experiments show that longer8

vehicle mileage will make drivers more inclined to change vehicles. Absent the direct data9

on mileage, vehicle age can be used as a surrogate for it.10

Although vehicle purchase decision-making has always been an area of focus for researchers,11

there is no perfect comprehensive dataset. Part of this is due to privacy. Most respondents12

are unwilling to disclose too much sensitive data at the household level (Muti and Yıldız13

(2023)). On the other hand, the sample size and consistency also cause concerns. The primary14

obstacle lies in the need to observe a single family over an extended period of time, resulting15

in a lack of data sources. For instance, in 2014, Zhang et al. (2014) was able to conduct a16

detailed life history survey in Japan, but only on 1,000 households. The findings revealed17

that changes in family employment and education significantly impact the family’s vehicle18

purchase decisions. However, experiments only on such a small dataset make the final results19

less convincing. Therefore, large-scale datasets sampled on the national level can be a good20

solution for vehicle purchase, such as the Panel Study of Income Dynamics (PSID) (Li (2024)),21

the China Household Finance Survey (CHFS) (Li (2023)), etc.22

2.2. Data Augment Methods23

Imbalanced data distribution is quite common in traffic scenarios. For instance, the most24

severe traffic accidents often represent only a small fraction of the overall accident data (Parsa25

et al. (2019)). Additionally, data imbalance frequently occurs in behavioral analysis fields,26

such as among different travel behaviors (Chen and Cheng (2023)). Such data imbalance27

causes the model to favor the characteristics of majority class samples while ignoring minority28
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samples during classification, which is detrimental to behavior analysis. To address this issue,1

the basic idea of the imbalanced data processing method is to change the sample distribution2

of the original data set, reducing or eliminating the imbalance.3

Undersampling reduces the imbalance of the data set by deleting old majority-class4

samples from the original dataset. Random undersampling (Mishra (2017)) is a representative5

type of undersampling algorithm. It primarily achieves data balance by randomly selecting and6

deleting samples from the majority class. Pozo et al. (2021) combined random undersampling7

and decision tree model to identify the service level of parking areas in Spain. However,8

randomly deleting samples can change the distribution of the original data, leading to poor9

model performance. Therefore, Lin et al. (2017) consider combining random undersampling10

with clustering algorithms such as k-means to form several majority class sample clusters. By11

sampling majorities within each cluster, the representativeness of the retained data points is12

improved without changing the distribution of the original data. Based on this idea, Zheng13

et al. (2021) proposed a method for selecting representative samples, which effectively improved14

the accuracy of accident data classification.15

Oversampling reduces the imbalance of the data set by adding new minority-class sam-16

ples. The SMOTE algorithm proposed by Chawla et al. (2002) is the most representative over-17

sampling method, which generates new minority class samples between minority class samples18

through linear interpolation. As a representative algorithm of oversampling, researchers have19

proposed a large number of variants based on SMOTE, such as Borderline-SMOTE (Han20

et al. (2005)), Kmeans- SMOTE (Xu et al. (2021)), etc. Wei and Pan (2021) used SMOTE to21

oversample data points of EV purchase intention to improve the performance of LightGBM22

model. Similarly, Jia (2019) used SMOTE to oversample the data of alternative fuel vehi-23

cle users based on the 2017 National Household Travel Survey (NHTS) data and effectively24

improved the prediction accuracy of the Random Forest model.25

Regarding the issue of imbalanced data for multiple behaviors, few studies mention sam-26

pling methods. Based on the literature, combining two kinds of basic sampling methods could27

be a feasible approach.28
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2.3. Behavioral Modeling Methods1

The key to analyzing consumer behavior is choosing an appropriate model to capture the2

heterogeneity of consumers. The most classic and widely used one is undoubtedly the logit3

model (Anderson et al. (1988), Wiginton (1980)), which owes its popularity to its simple4

mathematical form and strong interpretability. The logit model is based on the stochastic5

utility maximization theory (Anas (1983)). The coefficients of the fitted model can be well6

explained as changes in odd ratios. The logit model was employed in the analysis of vehicle7

purchase behavior as early as 1998. McCarthy and Tay (1998) utilized a nested logit model to8

characterize consumers’ propensities towards purchasing energy-saving cars. Many subsequent9

researchers continued along similar lines. For instance, Ling et al. (2021) delved into the10

influence of vehicle fuel attributes on vehicle purchase decisions using survey data collected11

in Beijing. Cirillo et al. (2017) employed nine years of survey data to observe the dynamics12

of vehicle and fuel prices, investigating how their changes and demographic attributes impact13

consumer behavior.14

However, most of the above studies rely on analyzing the coefficients of the logit model.15

These analyses tend to focus on the group characteristics of the entire sample, without ex-16

ploring the impact of the individual sample and individual characteristics on decision-making.17

Meanwhile, we often see large feature spaces with non-linear features in the field of traffic18

surveys (Ding et al. (2021)), which the logit model has trouble dealing with. This makes re-19

searchers eager to introduce a more efficient data-driven machine learning model for behavior20

analysis. For example, Bas et al. (2021) utilized a large number of machine learning models21

such as support vector machines, random forests, gradient boosting trees, and deep neural22

networks. However, the conclusive analysis consistently lacks a detailed exploration of the23

user behavior of specific groups. This final analysis is constrained by the inherent challenge of24

interpretability in machine learning. The improvement in classification accuracy brought by25

machine learning is obvious, but its shortcomings cannot be ignored. This loss of interpretabil-26

ity makes its analysis of consumer behavior inferior to the logit model, which is unacceptable27

to transportation scientists.28
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In the pursuit of enhancing the interpretability of machine learning, a growing number of1

researchers are actively exploring interpretability tools to unravel the intricacies of complex2

models, aiming for more exhaustive and reliable results. For instance, the SHAP (SHapley3

Additive exPlanations) tool (Lundberg and Lee (2017)) emerged as a robust solution. Rooted4

in game theory’s Shapley values, SHAP excels in providing interpretability not only for the5

overarching global model insights but also for the localized interpretations specific to individual6

samples. This dual interpretive capacity holds considerable promise, especially when applied7

to the nuanced analysis of consumer behavior.8

To that end, the TreeExplainer has been seeing use to study consumer behavior on a9

relatively micro level. Ahmed and Roorda (2022) employed both random forest and the logit10

model to analyze commercial vehicle purchase decisions on an enterprise level. Their findings11

demonstrated the superior predictive accuracy of the random forest models compared to a12

basic logit model. However, in terms of interpretability, the analysis lacked feature importance13

rankings and did not leverage the full potential of the SHAP value, which can provide detailed14

local explanations about feature interactions. Currently, a comprehensive study that serves as15

a noteworthy reference is research conducted by Jin et al. (2022) on vehicle disposal behavior16

within households. This research is based on the public PSID dataset (Pan (2021)), effectively17

integrating vehicle attributes and demographic data in the cross-sectional dimension, along18

with changes in household characteristics over time. This study is expected to provide valuable19

insights and inspiration for our research endeavors.20

3. Data21

3.1. Data Source22

To investigate the new vehicle purchase decisions of car-owning families, we require a23

dataset that satisfies two different dimensions. First, in the cross-sectional dimension, we24

need information on vehicle attributes and demographic details. Secondly, in the longitudinal25

dimension, we need data for individual households over time, specifically capturing changes in26

household attributes to explore the driving forces of vehicle purchase decisions. Therefore, we27
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have chosen the Panel Study of Income Dynamics (PSID) data (Pan (2021)) as our primary1

data source. The PSID is a household survey directed by faculty from the University of2

Michigan. The survey began in 1968 and has public data available for at least every 2 years3

from the start to 2021. In recent years, the survey began adding questions about hybrid4

vehicle (EV) or EV ownership to the household vehicle questionnaire. More specifically, these5

questions were introduced from 2011. Hence, we take the survey data, which is available6

every 2 years, for 2011, 2013, 2015, 2017, 2019, and 2021. Throughout those years, the survey7

received 8203, 8355, 8378, 8793, 8783, and 8029 responses, respectively. Of those responses,8

6403, 6401, 6433, 6869, 6944, and 5889 responses were from households that already owned9

a vehicle. While the survey responses do differentiate HV and EV, due to the extremely low10

number of both, we consolidate all variables related to HV and EV into one and represent11

them as EV variables. Table 1 depicts the vehicle purchase decisions over the years.12

Table 1: Vehicle Purchase Decisions per Year

Year ICEV Purchase EV Purchase No Purchase Total

2011 693 15 5695 6403

2013 691 37 5673 6401

2015 833 41 5559 6433

2017 866 38 5965 6869

2019 769 48 6127 6944

2021 707 71 5111 6889

Even after combining the EV and HV numbers together, the numbers for their purchase13

are quite low. Therefore, in order to achieve statistical significance, we aggregated the data14

over the years into one dataset.15

3.2. Description of Explanatory Variables16

From the PSID dataset, we select 8 variables. The variable descriptions are detailed below.17

Table 2 shows the full list of variables along with their mean values for each decision.18

• Number of Children: The number of minors in the household.19
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• Age: Age of the respondent taken as the reference age of the household.1

• Completed Education (year): Education level in years (0-17) of the respondent taken2

as the reference education level of the household.3

• Marital Status: The marital status of the household. To simplify the data, we cate-4

gorize divorced and widowed as unmarried.5

• Annual Income($) (log): Total annual income of the household. We assume that6

excessively high income does not significantly increase the household’s purchase behavior.7

Therefore, we take the log values.8

• EV Ownership: Whether the household have previously purchased electric vehicles.9

• Number of Owned Vehicles: Total number of vehicles owned by the household prior10

to the survey year.11

• Expenditure Ratio (%): The proportion of travel costs incurred by non-private car12

travel to the annual income of the household.13

Table 2: Descriptive Statistics of Variables

Variable Population Mean ICEV Purchase EV Purchase No Purchase

Number of Children 0.79 1.16 1.24 0.74

Age 46.60 43.14 42.56 47.09

Completed Education (year) 13.73 13.45 13.57 13.77

Marital Status 0.53 0.67 0.68 0.50

Annual Income ($)(log) 10.95 11.21 11.33 10.91

Last Vehicle Age (year) 7.61 8.61 8.71 7.47

EV Ownership 0.06 0.03 0.32 0.06

Number of Owned Vehicles 1.79 1.64 1.58 1.81

Expenditure Ratio (%) 21.94 24.95 23.95 21.52
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All variables that refer to a specific individual (age, education years, marital status) refers1

to the reference person (i.e., respondent). All other variables refer to the family unit. The2

annual income variable was taken as the natural log value of the original to better deal with3

outliers. Marital status and EV ownership are binary variables that indicate whether they are4

married and whether they previously owned an EV. Last vehicle age refers to the age of the5

latest vehicle that the family purchased. Both EV ownership and number of owned vehicles6

do not include the possible vehicle purchase in the survey year. The expenditure ratio refers7

to the percentage of annual transportation expenditure over the total annual expenditure.8

Figure 1 illustrates the distribution of the non-binary variables.9

Figure 1: Variable Distributions

Furthermore, when we aggregate the data from different years, we add in a time-effect for10

the annual income variable to capture the potential effect of time. Based on the concepts11

provided by Liu Liu et al. (2023), we formulate the new variable.12

an = Annual Incomen ∗ Itime (1)
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Where an is the new variable for household n and the time effect Itime is 0, 2, 4, 6, 8, and 101

for 2011, 2013, 2015, 2017, 2019, and 2021, respectively.2

3.3. Hybrid Data Resampling3

As shown above, there is a great imbalance in the number of data points for each category.4

More specifically, most samples belong to the No Purchase decision, while very few belong to5

the EV Purchase section. Such an imbalance hampers our ability to properly run models on6

this data. To deal with this, we undersample the No Purchase group and oversample the EV7

Purchase group with SMOTE (Chawla et al. (2002)). In more detail, we use the KMeans-8

undersampling method (Kumar et al. (2014)). This approach forms multiple clusters of No9

Vehicle Purchase behaviors and then performs random sampling within each cluster. This10

ensures that the majority class, after sampling, retains most of its important information.11

Our proposed hybrid data resampling methods are shown in Figure 212

Figure 2: Hybrid Data Resampling Methods (Kmeans-undersampling and SMOTE)

First, we use K-means clustering to divide the No Purchase group into 6 clusters. Then,13

data points are evenly sampled from each cluster until the total number of data points matches14

that of ICEV purchase. Afterwards, the SMOTE method is used to create synthetic samples15

of the EV purchase group to match the ICEV Purchase numbers. In short, we end up with16

an even number of samples for all three decision groups. Figure 3 depicts a summary of how17

the data resampling is done.18
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Figure 3: Data Resampling Process

4. Methodology1

In this section, we present our model framework, which consists of three components: Data2

processing; Behavior model construction; and Behavior heterogeneity analysis.3

• To process the data sample, we selected socio-demographic data from 2011 to 2021 with4

the corresponding vehicle attribute information from the PSID dataset. At the same5

time, we use a hybrid data resampling method combining Kmeans-undersampling and6

SMOTE to alleviate the class imbalance in the dataset.7

• To build a consumer behavior analysis model, we use the multinomial Logit model and8

LightGBM to fit the sample data separately.9

• To analyze the behavior heterogeneity, we analyze the macro trends and heterogeneity10

of the data set based on the logit model coefficients and then evaluate each data point11

and feature in the sample based on the Tree Explainer and SHAP value indicators to12

provide a more detailed consumer behavior portrait.13

Figure 4 illustrates the entire process. We explain the three components in detail as follows.14
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Figure 4: Model Framework

4.1. Multinomial Logit Model1

We construct a multinomial logit (MNL) model of the vehicle purchase decision based on2

Ahmed and Roorda (2022). The MNL model is based on the utility maximization approach3

where the utility function U for the vehicle purchase choice v of household n is defined as4

follows:5

Uvn = Vvn + ϵvn (2)

Where Vvn is the systematic component and ϵvn is the unobserved component of utility.6

We further formulate Vvn as follows.7

Vvn = ASCv + βv ∗An (3)

Where ASCv and βv are the alternative specific constant and the set of coefficients for each8
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variable for choice v, and An is the set of variable values for household n.1

The unobserved component is assumed to be extreme value (Type I) distributed indepen-2

dently and identically across alternatives v, household n. Then, the probability of decision v3

being chosen by household n becomes:4

Pvn =
eVvn∑
k∈K eVvn

(4)

Where K is the set of vehicle purchase choices (No purchase = 0, ICEV purchase = 1, EV5

purchase = 2).6

The log-likelihood function becomes:7

log(L(β)) =
∑
n∈N

∑
k∈K

yvnlog(Pvn) (5)

where yvn = 1, if household n makes vehicle purchasing decision v and zero otherwise.8

4.2. LightGBM Model9

LightGBM model was introduced by Ke et al. (2017). It is a type of gradient boost decision10

tree model (GBDT) (Friedman (2001)), making it an ensemble algorithm. Ensemble-based11

algorithms create several classifiers (mostly decision trees) and combine the outputs to reduce12

error. As for Boosting, there is a correlation between the various base classifiers. During13

training, each base classifier gives a higher weight to the samples that were misclassified by14

the previous base classifier. The final result is obtained based on the weighting of the results15

of each of the classifiers.16

We directly adopt the GBDT model from Peng et al. (2023). The objective of GBDT is17

to minimize the loss function by setting an approximation function as a linear combination of18

addictive decision trees. The loss function is adopted as Log Loss : L(y, F (x)) = −
∑N

i=1 yi ·19

log( eF (x)∑N
l=1 e

Fi(x)
) in this study. And F (x) will be given by the following:20

F (x) =
T∑
t=1

ft(x) =
T∑
t=1

θth(x; ηt) (6)

14



where T is the number of trees, ηt is the set of parameters for the t-th tree h(x; ηt); θt is1

the weight of h(x; ηt) and can be estimated by minimizing the loss function. The training2

framework will follow several steps:3

Step 1: Initialize the model with a constant value:4

F0(x) = argmin
θ

N∑
i=1

L(yi; θ) (7)

where N is the number of instances.5

Step 2: Compute so-called pseudo-residuals, which is calculated for each data sample i in6

iteration round t:7

rt,i = −[
∂L(yi, F (xi))

∂F (xi)
]F (x)=Ft−1(x) (8)

8

Step 3: (xi, rt, i),i = 1, 2, ..., N is used to fit the t th (t = 1, 2, ..., T ) decision tree h(x; ηt) and9

get the terminal region Rt,j,(j = 1, 2, ..., Jt), where Jt is the size of the tree. Then, compute10

the multiplier θt by solving the following one-dimensional optimization problem:11

θt = argmin
θ

N∑
i=1

L(yi;Ft−1(x) + θh(x; ηt)) (9)

12

Step 4: Update the model:13

Ft(x) = Ft−1(x) + θth(x; ηt) (10)

LightGBM is one of the most efficient methods in ensemble-based algorithms, with higher14

prediction accuracy, faster training speed, and more efficient processing of massive data.15

Therefore, this study chose to participate it in behavioral analysis.16
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4.3. SHAP (SHapley Additive exPlanations)1

We supplement our analysis with an interpretable machine learning method. Traditional2

behavior analysis most often directly assesses the influence of the variables on the final choice3

probability. However, we would like to know the local explanations of how each variable4

contributes to each specific choices. As such, we adopt the TreeExplainer to interpret our5

LightGBM results.6

The TreeExplainer was introduced in 2020 (Lundberg et al. (2020)) and has since greatly7

helped in the field of behavioral analysis. Diverging from the global interpretability feature8

importance ranking in traditional tree models, the TreeExplainer introduces a novel inter-9

pretability tool based on SHAP values, offering both global and local explanations. This in-10

novative approach allows for a more comprehensive interpretability of the model. The SHAP11

value is calculated as follows. It represents the sequential impact on the model’s output of12

observing each input feature averaged over all possible subset variable orderings (Jin et al.13

(2022)):14

ϕivn =
∑

S⊆F\{i}

|S|!(|F | − |S| − 1)!

|F |!
[fS∪{i}(xS∪{i})− fS(xS)] (11)

Where ϕivn is the SHAP value of i-th variable of outcome decision v for household n; F15

represents the set of all features; S ⊆ F represents a subset of features; i ∈ F represents a16

single features; fS and fS∪{i} represent models trained on feature set S and S∪{i}, respectively;17

xS and xS∪{i} represent the values of the features in the set S and S ∪ {i}, respectively.18

5. Result19

5.1. Multinomial Logit Model20

Table 3 represents the results from our MNL model. We take the No Purchase option as21

our reference. In our experiment, we will use Statsmodel in Python (Seabold and Perktold22

(2010)) as a tool to fit the logit model.23
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Table 3: Multinomial Logit Model (Reference: No vehicle purchase)

ICEV Purchase

Variable Coefficient Std Error z P> |z| [0.025 0.975]

Constants -11.2662 0.320 -35.261 0.000 -11.892 -10.640

Age -0.0129 0.001 -10.117 0.000 -0.015 -0.010

Number of Children 0.1622 0.014 11.711 0.000 0.135 0.189

Annual Income 0.8387 0.028 29.431 0.000 0.783 0.895

Completed Education -0.0655 0.007 -9.030 0.000 -0.080 -0.051

Marital Status 0.8619 0.041 20.786 0.000 0.781 0.943

Expenditure Ratio 0.0419 0.001 29.639 0.000 0.039 0.045

Last Vehicle Age 0.0996 0.004 27.722 0.000 0.093 0.107

EV Ownership -0.5316 0.090 -5.876 0.000 -0.709 -0.354

Number of Owned Vehicles -0.6182 0.025 -25.148 0.000 -0.666 -0.570

Annual Income * Time Effect 0.0016 0.000 3.646 0.000 0.001 0.003

EV Purchase

Variable Coefficient Std Error z P> |z| [0.025 0.975]

Constants -16.9801 1.205 -14.096 0.000 -19.341 -14.619

Age -0.0152 0.005 -2.916 0.004 -0.025 -0.005

Number of Children 0.2149 0.051 4.211 0.000 0.115 0.315

Annual Income 1.0325 0.107 9.616 0.000 0.822 1.243

Completed Education -0.0708 0.028 -2.565 0.010 -0.125 -0.017

Marital Status 0.8803 0.161 5.465 0.000 0.565 1.196

Expenditure Ratio 0.0446 0.005 8.201 0.000 0.034 0.055

Last Vehicle Age 0.1300 0.013 9.666 0.000 0.104 0.156

EV Ownership 2.1109 0.146 14.459 0.000 1.825 2.397

Number of Owned Vehicles -0.8245 0.102 -8.098 0.000 -1.024 -0.625

Annual Income * Time Effect 0.0074 0.002 4.065 0.000 0.004 0.011
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Compared to the reference category (i.e., No Vehicle Purchase), we find that certain fam-1

ily demographic attributes make families more inclined to purchase a vehicle, which includes2

being young households, having many children, being high-income, having low to medium edu-3

cation levels, being married, and having high travel expenses. Regarding vehicle attributes,4

households that use old cars or have no or few cars are also more likely to buy a car.5

Compared with two different purchasing behaviors, we find that households with many6

children, high incomes, old cars, and few or no cars are more likely to buy EVs rather than7

ICEVs. Additionally, households who are loyal users of electric cars are more likely to choose8

electric vehicles when replacing their current ones, which, to some extent, illustrates the9

path dependence of consumers when buying cars; loyal users of ICEVs and EVs do not easily10

change their consumption preferences. Furthermore, the willingness of high-income individuals11

to purchase electric cars has increased in recent years according to the variable Annual12

Income*Time Effect.13

5.2. Performance of Behavioral Models with Hybrid Data Resampling14

we compare the Logistic Regression, Decision Tree, Naive Bayes, and LightGBM models in15

terms of Accuracy, Precision, Recall, and F1-score. The results indicate that the hybrid data16

resampling method effectively improves the classification performance in the presence of class17

imbalance. Additionally, the LightGBM model demonstrates strong classification performance18

according to the following Figure 4.19

Table 4: Performance Measures Comparison between Different Models

Models Accuracy Precision Recall F1

Logistic Regression (with data resampling) 52.7% 53.5% 52.6% 52.8%

Decision Tree (with data resampling) 70.8% 70.7% 70.5% 70.7%

Näıve Bayes (with data resampling) 53.1% 57.9% 53.1% 53.0%

LightGBM (no data resampling) 88.9% 53.1% 39.5% 41.5%

LightGBM (with data resampling) 80.2% 80.5% 78.9% 80.2%

18



5.3. Tree Explainer1

While the MNL model does provide us with some valuable insights as above, it is limited in2

giving us a more detailed segmentation of the consumer groups. In other words, its coefficients3

only explain the direct impact of the variables on general consumer behavior.4

Therefore, we have introduced the LightGBM model along with the Tree Explainer (Lund-5

berg et al. (2020)), a machine learning interpretation tool to address these limitations. This6

tool allows us to conduct quantitative analysis on the impact of each variable by incorporating7

the SHAP values. Its advantage over the MNL model lies in its ability to provide an analytical8

function for each data point in the dataset, representing each consumer. With this, we can9

look at the consumer behavior on a more micro level.10

In Figure 5, we show the SHAP summary plots for 2 kinds of vehicle purchase behaviors.11

The plots show the global impact of each independent variable on household behavior. Most12

of the results are highly consistent with the MNL model. The importance of variables in the13

summary plots is sorted vertically from large to small. We can find that, among which high-14

income families have a stronger tendency to buy cars. And we can see that whether or not a15

household has purchased an EV in the past (EV Ownership) has a very strong impact on16

the subsequent decisions. This again reveals that there is evident path dependency in choosing17

to buy an EV.18

(a) ICEV purchase (b) EV purchase

Figure 5: SHAP Value Importance

The Tree Explainer additionally provides an evaluation tool for the interaction SHAP value19

19



between two variables. Leveraging this feature, we can get further insights into consumer1

behavior.2

Figure 6 illustrates the interaction SHAP values between age and income. Recall in the3

MNL model, higher age meant less likely to purchase a vehicle. In the SHAP model, we can4

find that consumers in different age groups show completely different distributions. The crowd5

can be roughly divided into groups of age 0-25, 25-45, 45-65, and above 65. The younger crowd6

is more aggressive and has a stronger willingness to purchase a new vehicle; the crowd over7

65 years old is more conservative and has a weaker willingness to buy a new vehicle. When8

it comes to the high-income crowd, the 25-65 crowd is more inclined to get an EV, while the9

older group prefers ICEVs.10

(a) Interaction SHAP Value (ICEV) (b) Interaction SHAP Value (EV)

Figure 6: Interaction SHAP Value (Age v.s. Family Income)

Figure 7 explores the time effect for the household income. As mentioned before, the new11

variable Annual Income * Time Effect captures the effect of time over income. We can12

see that as time goes by, the tendency to buy an EV gradually increases, especially in recent13

years (i.e. 2021). While ICEV purchase tendency grew from 2011 to 2015, the SHAP value for14

ICEV purchase returned to 0 as EVs became more prominent, indicating a decline in tendency.15

Also, high-income households are significantly more likely to purchase EVs over ICEVs.16

20



(a) Interaction SHAP Value (ICEV) (b) Interaction SHAP Value (EV)

Figure 7: Interaction SHAP Value (Time Effect of Family Income)

Figure 8 shows the interaction between income and vehicle age. The trend is generally in1

line with our intuition. The family is more likely to buy a new vehicle as the total household2

income increases. At the same time, households can be divided into above and below the3

average income. The above-average group is more likely to buy a vehicle if their latest vehicle4

is old. On the other hand, the below-average group is actually less likely to buy a vehicle5

the older their previous vehicle is. We attribute this phenomenon to affordability, the lower6

income households are stuck with their old cars. At the same time, when it comes to EV7

purchases, even many of the lower income households were willing to get a new one over their8

old car.9

(a) Interaction SHAP Value (ICEV) (b) Interaction SHAP Value (EV)

Figure 8: Interaction SHAP Value (Annual Income v.s. Vehicle Age)

We then look at the relationship between the number of owned vehicles and the marital10

21



status with Figure 9. It is worth noting that the number of owned vehicles does not count1

the new vehicle if a new purchase is made, even if there were two purchases in the same year.2

if the household only had a single vehicle, married couples are more likely to get another3

car than unmarried individuals. Interestingly, when it comes to getting three or more cars,4

unmarried households show a higher likelihood than married households. We conclude that5

this is because 2 cars are usually a necessity for a married couple but anything more is most6

likely a luxury for an enthusiast with no family obligations. Also, those third or later cars are7

usually an ICEV.8

(a) Interaction SHAP Value (ICEV) (b) Interaction SHAP Value (EV)

Figure 9: Interaction SHAP Value (Number of Vehicle v.s. Marital Status)

When looking at the vehicle age and expenditure ratio (Expenditure Ratio) with Figure9

10, we see a diminishing marginal utility. While the value of the SHAP value increases with10

the increase of the expenditure ratio, the gradient drops rapidly after about 25% mark. At the11

same time, according to the color distribution of the variable Last Vehicle Age, households12

with older vehicles are more sensitive to the expenditure ratio. The slope of their SHAP value13

is greater than that of households with newer cars.14
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(a) Interaction SHAP Value (ICEV) (b) Interaction SHAP Value (EV)

Figure 10: Interaction SHAP Value (Expenditure Ratio v.s. Model Age)

6. Conclusion1

This study employs a combination of a traditional MNL model and an interpretable ma-2

chine learning tool TreeExplainer to provide an explanatory analysis of vehicle purchase behav-3

ior within households. The PSID national dataset is taken to provide household information4

over a decade. From the PSID data, we utilized K-means-undersampling on the No Purchase5

group and SMOTE on the EV Purchase group to make data balance. The MNL model gave6

us a general idea of the population’s tendencies and proved the path dependency of the con-7

sumers. It also helped us select variables that can reliably explain the outcome of the decision.8

The TreeExplainer allowed for a much more detailed analysis of consumer behavior based on9

different groups. In particular, we were able to see that people in different age groups or10

different income groups show wildly different patterns based on other independent variables.11

Most people in general still preferred to get an ICEV, while households with higher income12

or more children leaned towards EV. When grouped by age, younger people were more likely13

to buy an EV when they have high income, whereas older generations are more likely to get14

an EV if they have a low income. When divided based on income, the higher income group15

is more willing to get a new car, especially if their old one is old. Most of the lower income16

group stayed with their old car, except the ones who bought an EV, possibly due to better17

deals with EV subsidies. Also, most households tend to get 2 vehicles and stop. This behavior18
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is a lot more evident with married couples, as most vehicle purchase after the second one were1

from unmarried individuals.2

Based on the given results, we provide pathways to bolster the EV market penetration.3

Seeing that even lower-income households are willing to get a new EV, we can see that subsidies4

do have a positive effect. As such, future subsidies can specifically target the younger age5

group to increase EV sales among the younger low-income demographic. Also, it would be6

important to incentivize married couples to get an EV as their second vehicle, as that is the7

biggest portion of the market.8

In conclusion, this study analyzes the novel topic of heterogeneity in new vehicle purchase9

behaviors among car-owning households. The combination of Kmeans-undersampling and10

SMOTE algorithms helps us overcome the issues of severe imbalance in our data. The behavior11

of consumers is thoroughly analyzed both globally and locally via the MNL model and the12

TreeExplainer SHAP value results. The final result will help us examine vehicle purchasing13

behavior from a more comprehensive perspective and provide strong support for the future14

promotion of EVs on the market.15

7. Limitation16

One limitation of our work is that we do not follow individual households during the survey17

periods. While the time-effect variable is introduced to capture the potential effect of time,18

the surveys are aggregated into one large dataset. Future work could include conducting panel19

regressions to extensively explore how individual household’s behavior changes over time.20

Moreover, while we validated the reliability of the responses as much as we could during21

the data-cleaning step, unreliability still exists. The PSID questionnaire is a very long survey22

that not all respondents will answer truthfully and thoroughly. As a result, we often found23

inconsistencies between different respondents or even within a single response, resulting in a24

limited selection of variables, which depends on the future gradual improvement of the PSID25

data set.26
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